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Introduction

The Service Level Dashboard for System Center Operations Manager 2007 is a report that displays a list of your line-of-business (LOB) applications and their performance and availability against a target service level agreement (SLA). When an application does not meet performance or availability thresholds, it is placed into a warning or an error state within Operations Manager. This state shows the current status of an application relative to its defined SLA thresholds. 

The report uses the history of the state of an application to calculate the time the application met its performance or availability thresholds over the duration of the report. Based on this information, the report derives a performance and availability percentage for the time period that the report covers. 

This guide provides information on design considerations, best practices, and insight into how the Service Level Dashboard functions. 
Implementing the Service Level Dashboard 

The Service Level Dashboard groups information about the availability of applications into a single report and displays that information to a larger audience who can view it without needing to access the Operations Manager Operations Console. You can use the Dashboard group parameter to publish multiple copies of the Service Level Dashboard report to show the availability of different families of components, applications, or services. 
Target Audience 
The Service Level Dashboard is for:

· Executives who want to be able to view and measure compliance for an entire service. This information is key to keeping the IT organization optimized and to ensure that user experience is optimal.

· Application owners who need to be able to view data in order to track outages, forecast capacity requirements, and ensure that SLAs are met.

· IT support personnel whose performance is graded based on how well they maintain the SLA compliance for a service. It is important that they can view the current SLA compliance status and work on any issues proactively to maintain the service at SLA compliance at all times.

Prerequisites
To use the Service Level Dashboard, your environment must have:
· System Center Operations Manager 2007 SP1 deployed in at least one management group, which consists of an Operations Manager 2007 database, at least one Operations Manager 2007 management server, the Operations console, and managed computers.

· Operations Manager 2007 SP1 Reporting Components deployed and functioning for this management group.

· The Operations Manager 2007 SP1 agent deployed on all computers from which you want to execute synthetic transactions.

· The following management packs installed, which are typically installed with Operations Manager 2007 SP1:
· Microsoft.SystemCenter.Library Version 6.0.6278.0
· Microsoft.Windows.Library Version 6.0.6278.0
· System.Health.Library Version 6.0.6278.0
· System.Library Version 6.0.6278.0
Display Options
You can use the following mechanisms to display the Service Level Dashboard:

· As a standard on-demand Operations Manager report via the Operations console.
· As a subscribed report via your subscribed delivery mechanism.
· As a published report through SQL Server® Reporting Services (SSRS). 
If you publish the report through SSRS, you can then use the SharePoint® PageViewer Web Part to display the report. This solution provides visibility into the data without giving access to the Operations Manager platform.
Monitoring from an Untrusted Environment

Monitoring from an untrusted environment can be achieved by using Transport Layer Security (TLS) certificate-based encryption back to the gateway from the agent.
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Figure 1. Monitoring from a simple untrusted network environment 
This approach simulates the most common client situation, which is checking the application from beyond the application’s local network. In this scenario, the watcher node does not have any persistent connection back to the trusted network and is treated as an untrusted host. The only communication from the watcher node back to the trusted network is via a TLS-encrypted session created by the Operations Manager agent. This agent contacts the gateway server in the perimeter network (also known as DMZ, demilitarized zone, and screened subnet) between the trusted and untrusted networks via either port 443, or some other port using the TLS/SSL. (Port 443 was chosen because there are existing policies governing its use in most organizations between untrusted and trusted networks.) The gateway server then forwards this information to the management server that resides in a trusted zone of the network.

Alternatively, if your organization’s security policies allow it, you could connect directly to the management server in the trusted zone without the use of a perimeter network between untrusted and trusted zones. In that scenario, the management server pushes the test and schedule to the watcher node over the TLS session. The watcher node then executes the test over its local network interface using the untrusted network. This solution is supported in all scenarios in which Operations Manager supports agent deployment and reporting back to a gateway.
Service Level Dashboard Architecture
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Figure 2. Architecture of the Service Level Dashboard
Fundamentally the Service Level Dashboard is a report for Operations Manager, which includes a User Guide that provides information about how to create monitors, rules, overrides and distributed applications so that they produce the correct data to populate the report. The Service Level Dashboard takes full advantage of the Operations Manager distributed application model, and the state-based health model for measuring SLA compliance of an application or service. 
Identifying Watcher Node Agents
Watcher nodes are critical components for the Service Level Dashboard. It is very important to place them at locations where users will use the application to simulate a true end-user experience.

Monitors and Synthetic Transactions
You can create monitors in Operations Manager to set state based on performance and availability criteria. A warning state is used to describe a monitor that meets its availability threshold but does not meet its performance threshold. An error state describes a monitor that does not meet its performance or availability threshold. A healthy state indicates an application that meets both its performance and availability thresholds. A user can use any monitor that has a state in the distributed application model as a component of the application. These monitors can be new or existing, as long as the warning or error states match the described definitions. 
The report uses three state monitors. The green state (healthy) meets both performance and availability thresholds. The yellow state (warning) is considered available, but does not meet its performance threshold. The red state (error) does not meet its availability threshold and so, by extension, doesn’t meet its performance threshold. 
If a two-state monitor is used, the performance percentage on the report will always match the availability percentage for that item. The user can also use Web Application monitors, TCP Port, Windows service, or OLE DB data source health checks, by using management pack templates. In addition, the user can create custom script-based monitors, performance thresholds, look-for events, and evaluate SNMP and set health state or any other perspective monitor that Operations Manager offers to perform synthetic transactions. 
Distributed Applications
Monitors are placed within distributed applications. The distributed application controls the rollup of data from the lower level monitors to the component groups, and ultimately to the application. The distributed application includes all of the objects that are part of the distributed application and component groups to connect all the monitors for a given component and application. It also allows the user to customize health rollup behavior to properly account for Web server farms and other common rollup scenarios.

The distributed application should be built using the Service Level Dashboard Application template included in the management pack. This template includes the required objects so that the Service Level Dashboard discovery targets the application and the application displays on the Service Level Dashboard. This also isolates other applications so that applications that are not meant to measure service level targets will not display on the Service Level Dashboard.
Overrides
The SLA thresholds are set specific to a distributed application by using Operations Manager override functionality. The Operations Manager discovery module populates SLA parameters for each distributed application built with the Service Level Dashboard template. You can use overrides to change the values of these parameters for the specific distributed application. This allows you to set the Dashboard group and service level goals on a per-application basis.
Dashboard Report
The Service Level Dashboard display shows three levels. The top level lists applications by their distributed application model names, the second level shows the component groups, and the third level lists the actual transaction names. The report uses the history of the state of an application to calculate the time the application was in each state over the duration of the report. Based on this information, the report derives a performance and availability percentage for the time period that the report covers. This percentage is compared to the service level thresholds set for the application to measure whether an application is SLA in-compliance or out-of-compliance. The thresholds are displayed next to the application on the report.. 
Other important options are downtime parameters and Dashboard Group. You can use the downtime parameter to exclude from the calculation times when the object was in maintenance mode or another such state (for example, when the application was not monitored). The Dashboard Group parameter allows you to set up multiple Service Level Dashboards with different distributed application models, which is valuable for displaying different groups of applications to different users.
SLA Calculation
The Service Level Dashboard uses the health state of an object to measure SLA compliance. It derives the availability and performance percentages for each object in the tree independently, based on the Operations Manager time-in-state for that object. Any rollup calculations are controlled by standard distributed application model health rollups.  
Availability SLA is calculated as: 
Availability = (Monitoring Time Interval – [Time in Error State + Time in “Other Downtime States”]) / Monitoring Time Interval
Performance SLA is calculated as:
Performance = (Monitoring Time Interval – [Time in Error State + Time in Warning State + Time in “Other Downtime States”]) / Monitoring Time Interval
The availability and performance percentages are compared against defined SLA threshold values to determine whether the application or service is in compliance.
Capacity Planning

To properly plan for capacity with the Service Level Dashboard, consider two things: the capacity of the Operations Manager environment to handle the additional data generated by the Web Application Monitors and the capacity of the Operations Manager Reporting component to render the necessary reports that are available to visitors. 

Although the capacity of the environment to handle the data generated by the Web Application Monitors varies by environment, some common principles apply. Operations Manager is very disk I/O intensive. Recommended hardware for the Root Management Server and database roles include a RAID 1+0 with multiple spindles, as much physical RAM as possible, and a true hardware raid controller. Because the Root Management Server SDK and Config services can also use a large amount of CPU and memory, it is especially important for the Root Management Server to utilize as much RAM and as many physical CPU cores as possible. 

Assuming a 10 minute frequency, the following guidance is given:
· Small environments (up to 20 Web monitors) 
· A single Root Management Server/Management server
· A single database server
· A single watcher node in each monitor location
· Medium environments (up to 100 Web monitors) 
· A dedicated Root Management Server with no agents reporting to it
· At least one additional management server
· A database server dedicated to the operations database
· A database server dedicated to the operations data warehouse
· A single watcher node in each monitor location
· Large environments, (100-450 Web monitors) 
· A dedicated Root Management Server with no agents reporting to it
· At least two additional management servers
· A database server dedicated to the operations database
· A database server dedicated to the operations data warehouse
· At least two watcher nodes in each monitor location
Many things can affect this scale, including the number of open Operations Consoles, any other agents on the platform, the level of health rollup being done on the platform as a whole, and the size and complexity of distributed application models outside of this Solution Accelerator. For the watcher node itself, a modern dual core or dual processor system with at least 2 GB of RAM is sufficient to run a large number of transactions (150 Web monitors at 5 minute frequency). 

Make careful note of the physical hardware deployment, and site connectivity. Also note bandwidth and latency of the network between the watcher nodes and the management servers, between the management servers and the databases, and most importantly between the watcher node and the site you are monitoring. 
The synthetic transaction workflows, when set to pull down resources, deep links, and so on, can consume a significant amount of bandwidth. For example, imagine a user of the application who makes a new request at the frequency of the transaction run, (every five minutes), with no time between clicks (which is called think time).
Service Level Monitoring Best Practices

The following summarize best practices related to distributed application models, setting SLA parameters and using dashboard groups, and using transactions.
Distributed Application Models

Although there are many ways to use the Service Level Dashboard, it is recommended that a user create one distributed application per application for display on the Service Level Dashboard. This distributed application should be separate from any other distributed applications already created for operational monitoring of the application. 
If you choose to have the distributed application contain component groups, it is recommended that these groups represent services or groups of components within an application. Within these component groups live the actual monitors for the application. The Service Level Dashboard does not support the nesting of component groups. 
Health rollup should be configured within the distributed application and component groups so that the overall application health and component group health displays correctly for your application. For example, a Web farm might use a “best state” rollup, whereas a non-redundant component group could use a “worst state” rollup.
Setting SLA Parameters and Dashboard Groups

By default, the Service Level Dashboard will apply a set of values for SLA thresholds and Dashboard Groups. The values for SLA thresholds should be equivalent to the percentage SLA for performance and availability for that application and its sub-components. The Dashboard Group values should map to the grouping on which the application appears. For example, many companies classify their line-of-business applications into platinum, gold, and silver service levels. To create three different dashboard views, one for each level, set the Dashboard Group for each application to either platinum, gold, or silver, then select the appropriate Dashboard Group when you run the report. The following table summarizes the default parameters.
Table 1. Default parameters
	Parameter Name
	Default Setting

	Name
	The name of the Distributed Application 

	Availability SL Threshold
	95

	Performance SL Threshold
	95

	Dashboard Group
	Default Group

	GUID
	The GUID of the Distributed Application


The Availability SL Threshold is the percentage of availability that the application must meet to avoid being in violation of the availability SLA.

The Performance SL Threshold is the percentage of performance that the application must meet to avoid being in violation of the performance SLA.
The Dashboard Group setting controls on which Service Level Dashboard the model will display. At report runtime you select the Dashboard Group from a drop-down list, which only lists the distributed applications that match the selected setting. By default all applications are assigned to Default Group. It is recommended to use different Dashboard Group names and set the Dashboard Group for the applications you would like to appear on the Service Level Dashboard. This setting allows multiple dashboards to be created for multiple views of the applications or for views of different applications.  
Note   The Dashboard Group can be a number (for example 1, 2, 3) or a string (for example Gold, Silver, and so on.)
The GUID and Name parameters cannot be changed and are pre-populated from the distributed application.
Transactions

The Service Level Dashboard supports rolling up information from any monitor that has a state. This means a user can create Web application monitors (Web synthetic transactions) and roll up the state of the perspective. The user could also create a complex (OLE DB) health watcher perspective, or use Microsoft Visual Basic® Scripting Edition (VBScript) or another external executable. 
Any health state in Operations Manager can be displayed on the Service Level Dashboard, which means that performance monitors and standard server/application monitors can be used. This also means that if a proper client-side monitoring management pack were written (for example, the Information Worker management pack), true client-side transaction errors could be rolled up, instead of synthetic transactions. 
It is recommended that the SLA thresholds for an application go through at least a two-week tuning period before adding the synthetic transaction to the Service Level Dashboard. This will ensure that false positive alerts or errors reported to the Service Level Dashboard are kept to a minimum. 
Acknowledgments
The Microsoft Solution Accelerator Team (SAT) would like to acknowledge the team that produced the Service Level Dashboard for Operations Manager 2007. The following people were either directly responsible for, or made a substantial contribution to, the writing, development, and testing of the solution described in this guide.
Program Manager

Raghu Kethineni (Microsoft Corporation)

Architect

Mike DeLuca (Avanade)
Developers

Alex Nichols (Avanade)

Tony Prudente (Avanade)

Engineer

Robert Henry (Avanade)

Product Managers

Peter Larsen (Microsoft Corporation)

Robert Reynolds (SC) (Microsoft Corporation)

Daniel Savage (Microsoft Corporation)

Release Manager

Gaile Simmons (Microsoft Corporation)

Lead Writer

Mike DeLuca (Avanade)

Editors

Teresa Appelgate (Sakson & Taylor)
Jennifer Kerns (Wadeware)
Sean Oliver (Accenture)

Technical Reviewers
Edhi Sarwono (Microsoft Corporation)
Razwan Khan (Microsoft Corporation)

Feedback

Send suggestions and comments about this document to satfdbk@microsoft.com.

[image: image3.png]
Solution Accelerators
microsoft.com/technet/SolutionAccelerators

Solution Accelerators
microsoft.com/technet/SolutionAccelerators


[image: image4.jpg]SOLUTIONACCELERATORS

Act faster. Go further.




_1276945690.vsd
Title


Title


Untrusted Network


Trusted Network


Web application


Management 
server


Gateway server


Watcher 
node


Untrusted LAN


Operations Manager Agent uses TLS over port 443 to report.  RDP access is secured with TLS to administer system


Gateway server is hosted in a perimeter network.  Certificate-based TLS back to watcher node.


Web Test


TLS Session



_1276945692.vsd
Server


Data


Cluster


Text


Title


Double-click to type 
notes.  Subselect "Title"
to edit the title.



1.	Notes go here! 



Operations Manager stores health state change history in data warehouse.


Operations Manager calculates health state for application based on performance and availability thresholds.



